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ABSTRACT

An uncertainty analysis of the pressure and shear stress
measurements in the SUBOFF experiments is presented. Error
sources in the measurements are identified, characterized as to
the types of error that will result, and then quantified.

The propagation of errors in the pressure and friction
coefficients is approximated with & Taylor series and the 95%
confidence intervals for Cp and Ct are presented as a function of
the coefficients themselves and thermal drift in the electronics.
It is concluded that the true value of the pressure coefficient is
within 0.005 to 0.01 of the measured value, and the true friction
coefficient is within 0.0002 of its measured value.

ADMINISTRATIVE INFORMATION

This research was supported under the Defense Advanced Research Projects Agency
(DARPA) sponsored SUBOFF experiment, Task Area $S1974-030, program element 63569N,
internal David Taylor Research Center (DTRC) work unit number 1-1542-123.

INTRODUCTION

This report gives an analysis of the uncertainty of the pressure and shear stress
measuring systems used in the DARPA-sponsored SUBOFF experimental program. The
pressure system measures pressures at 130 to 180 taps installed on an axisymmetric body
and its appendages while the model is tested in a wind tunnel. The measured pressures
are differential relative to the freestream static pressure and these values are normalized
by dynamic pressure to yield pressure coefficients. After discussing the pressure measuring
system itself, an uncertainty analysis is presented that determines the 95% confidence
interval for the non-dimensional pressure coefficient.

Shear stresses are measured using the same pressure system combined with obstacle
blocks that stagnate the velocity fields near the model surface. The resultant pressure rises
determine the friction coefficients.

PRESSURE MEASURING SYSTEM

The heart of the pressure measuring system is a set of five rotary pressure scanners,
each one tubulated to 48 pressure taps on one side and connected to its own transducer on
the other. The scanners are Scanivalve Model 48]9GM modules connected to a solenoid




drive. The volume between the transducer diaphragm and the rotor mating face is very
small to allow rapid scanning of the pressure taps. The transducers have four arm bridged
silicon diaphragms with a full scale differential pressure range of 18 torr. Connected to
each transducer's scanner are: reference pressure for a zero-differential pressure check;
dynamic pressure from two pitot tubes in the tunnel freestream for normalizing pressures
into pressure coefficients; and calibration pressure which connects to an independent, high
accuracy pressure transducer for in situ calibration. The calibration transducer is a
Datametrics Type 570 Barocel sensor with a differential pressure range of 10 torr.
Connected to the transducers are Vishay Model 2310 signal conditioners that provide
excitation voltage, output signal amplification, and bridge balancing. The pressure
transducer used for calibration is a capacitance type with temperature control for improved
thermal stability. This entire system is located in the model itself.

The scanner transducer and calibration transducer signals and the position signal
from the pressure scanner system all connect to the data collection computer (MASSCOMP
MC5450 Scientific Laboratory System) in the tunnel control room through a bank of Ectron
Model 750 low pass filters. The filters are a 3 pole Bessel type that attenuate -3 dB at the
upper cutoff frequency which was 10 KHz during the tests. Visual examination of the
transducer signals on the oscilloscope showed little signal change when the cutoff
frequency was lowered to 100 Hz, but the upper limit of 10 KHz was used to capture the
step response of the transducers during scanning and eliminated higher frequency noise.
Control lines for the scanning system and a pneumatic line for controlling calibration
pressure also pass from the model into the tunnel control room. A schematic of the
electronics is shown in Figure 1.

The computer samples the data from the five transducers at 1 KHz for 100 ms for
each tap. The computer routine for analyzing the data divides the differential pressure
measured by a transducer for a particular tap by the average dynamic pressure of the two
pitot tubes measured by that same transducer. The reference pressure on the transducers is
the average of the freestream static pressures from the pitot tubes, hence the computed
result is the pressure coefficient for that tap.

The procedure for using the system plays a role in its accuracy. First, the wind
tunnel is brought up to test speed to equalize conditions and especially to allow the air to
heat up from friction. Once the tunnel temperature has stabilized the transducers are
calibrated by varying the calibration pressure from the control room. Then, the tests are
performed. With time, the tunnel, and ?nsequently the model, change temperature and
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the pressure system electronics experience thermal drift. The amount of drift is checked by
monitoring the system with the scanners connected to the calibration pressure port. If the
drift is significant, the calibration and scanner transducer readouts differ, and the system is
recalibrated at the new clevated temperature.

The significant features of the pressure system are the ability for remote calibration
at in situ temperature, measurement of tap and dynamic pressure with the same
transducer, and high scanning speeds to survey all pressures at constant tunnel conditions.

In the following analysis, all the settings or values mentioned for the system are the
same as those used in testing.

PRESSURE UNCERTAINTY ANALYSIS

The following analysis uses an approach similar to that of Abernathy, et al [1].
(References are presented on page 27.) First, all possible sources of error are identified for
the pressure measuring system from the point of pressure application at the tap to the final
pressure coefficient Cp. Some possible error sources can be eliminated by checking and
testing of the system, others cannot be eliminated and will contribute to bias and precision
type errors in the final results. These error sources are quantified and then combined in
the the final calculation to yield the 95% confidence interval that contains the true value
of Cp.

The desired result of the pressure system is the non-dimensional coefficient

_P-P; P-Ps )
- %VZ -~ P1-Pg .

Cp

for which
Cp = pressure coefficient

P = local pressure on tap
Pg = freestream static pressure
Pt = freestream total pressure
V = freestream velocity

p = density.




ERROR SOURCES

Errors in Cp, arise from errors made in measuring the numerator, (P-Ps), or the
denominator, (P1-Ps). Both of these are measured directly by the transducer because the
transducer's reference pressure is the freestream static pressure. The following list details
all the possible error sources in the measurement of the quantities P-Ps or Pr-Ps:

L

9.
10.
11.

12.
13.
14.
15.
16.

17.
18.
19.
20.
21.

burrs on the pressure taps
tap holes not normal to surface
leaks in tap to tubing and tubing to pressure scanner connections

insufficient time during pressure scanning for pressure equalization
between tap and transducer cavity

insufficient frequency response of signal conditioning to step changes
in pressure

mechanical binding of transducer diaphragm from improper construction
or installation

leakage between scanner rotor and mating face assembly

bias and precision errors in calibration transducer relative to NIST (National
Institute for Standards and Technology) values.

thermal drift of zero point and sensitivity in calibration transducer.
nonlinearity of scanner transducer output

statistical (precision) errors in computer routine for calibration
of scanner transducers

thermal drift of zero point and sensitivity in scanner pressure transducer
thermal drift in excitation voltage

thermal drift in amplifier gain

resolution limits of bridge balance circuit on scanner transducers

noise in excitation voltage, bridge balance, amplifier, filter,
and A/D convertor circuits

thermal drift in filter circuit gains
thermal drift of A/D converter gain
resolution limits of A/D converter
bias error in A/D converter circuit
pitot tube misalignment

Numerical resolution and truncation errors in the computer are assumed to be
negligible. The size of the tap hole, 1/32 in (.079 cm), is assumed to cause negligible errors.




The calibration of the scanner transducers measures the output of the transducers through
the signal conditioners, amplifiers, filters and A/D converter, against the voltage output of
the calibration transducer measured through the A/D convertor. Thus, bias errors and
non-linearities in the scanner transducer sensitiviiies, excitation voltage settings, amplifier
gain settings, and filter gain settings and A/D converter are all internal to the calibration
procedure. Bias errors in the A/D convertor are not negligible in the calibration signal
channel because bias errors there will affect the calibration transducer output. Pitot tube
errors are assumed to be negligible for perfect alignment with the flow, and temperature
measurement errors are assumed to be negligible when calculating thermal drift errors in
the electronics.

ERROR ESTIMATES

The following table lists values for the bias and precision errors that arise from each
source, or checks and remedies that were applied to the error source to nullify it. Most of
the values were taken from company literature. All errors are listed in torrs, the unit of
pressure used in the test program. Note that some errors are not symmetric and some are
proportional to reading (differential pressure on the transducer). In the latter case, the
error is expressed as a function of pressure coefficient, hence the accuracy of the pressure
coefficient becomes dependent on the coefficient's magnitude. Each bias error is denoted
with a "b" and subscripted with the number of the error source that causes it, and
precision errors are denoted with "s" and similarly subscripted. Because the error may
depend on the magnitude of the reading, those errors will be different for the numerator
value (P1-Pg) than for the denominator value (P1-Ps) in Cp.

TABLE 1. Error sources and values in pressure measurements.

ErorSource#  Remedy or Error Type and Value

1. The taps were inspected for burrs. None were found.

2. A drill bit was inserted into the taps. Minor deviations from normal were
noted, but they were assumed to cause negligible errors.

3. The taps were plugged from the outside and pressurized through the scanner
with a small, closed volume of high pressure gas. No leaks were found.




TABLE 1. (cont'd) Error sources and values in pressure measurements.

# Rem rError T nd Valu

The pressure signal was monitored with an oscilloscope while the scanner
stepped from a tap with zero differential pressure to a tap connected through
a long tube to full dynamic pressure. Pressure equalization occurred in two to
five milliseconds. The scanner stepping rate during testing is 0.5 Hz with data
collection occurring in the last 190 ms of tap connection. This rate allows full
pressure equalization.

No ringing or overshoot in the pressure signal was noted during the test
described above, hence the system frequency response is adequately high.

Binding of the transducer diaphragm will appear as a severe nonlinearity on
a calibration curve. All the curves appeared sufficiently linear that this error
source could not have occurred.

Data from the pressure scanner company indicate a nominal leakage rate
equivalent to a 0.5 in Hg pressure rise in 5 cm3 at 24 in Hg vacuum. This
leakage will produce a bias opposite in sign to Cp and proportional to Cp. The
bias error will be assumed to be symmetric because the values of Cp are both
positive and negative in the testing

b7 = $8.48x107> (Cp) torr.

The calibration system (transducer and readout) accuracy is listed as 0.08% of
reading traceable to NIST. Assume that this error is all bias type. The bias
error is then estimated as the average bias that would occur over a calibration
range of 19 torr. This is the range of pressures that occurred in testing.

bg = $3.60x10~3 torr

The calibration transducer is mounted on a temperature control base to
minimize thermal fluctuations in the reading. The base heats the transducer
to 40°C to allow temperature control by heating alone. The temperature in
the base still varies £1.7°C of the set point. Assuming this variation is
normally distributed, the transducer will experience a precision error.
Assume the limits of the temperature excursions are 26 of the fluctuations,
then 16 on temperature is 0.85°C. The temperature coefficients of the
transducer are +0.003% FS/°C on zero and 0.03%/°C on sensitivity. This
results in a precision error dependent on reading. Assume an average
reading during calibration of +4.5 torr, because the calibration pressures
ranged from -9 to +9 torr.

s9 = 2.55x10~4 torr + 1.15x1073 torr

= 1.4x1073 torr
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TABLE 1. (cont'd) Error sources and values in pressure measurements.

Error Source # Remedy or Error Type and Value

10. Non-linearities yield bias errors between the calibration curve fit of the
scanner transducer output and the calibrating transducer output at the same
pressure. The root mean square (rms) deviation of the curve-fitted
transducer output from calibration value over a 20 point calibration was
5.91x1073 torr for the worst transducer. This value is used to estimate non-
linearity bias.
b1o = +5.91x1073 torr (Note: The rms deviations did not depend on range.)

11. During a calibration of the scanner transducers the computer sampled the
transducer output 5000 times at each point. These samples had a typical
standard deviation of + 2.56x10"3 torr at each point. This value is used to
estimate scanner transducer precision error with constant input pressure.
This precision error did not vary with reading.
s11 = 2.56x10°3 torr

12. Temperature variations in the wind tunnel will change the temperature of
the electronics in the model. Bias errors of unknown sign will then occur if
the test temperature varies form the temperature at calibration. Temperature
coefficients of the scanner transducers are +0.05% FS/°C on zero and
10.02% /°C on sensitivity.

b12 = +[9.00x10-3 torr + +1.73x103 (Cp) torr]/°C

13. Excitation voltage thermal stability is listed as £0.01%/°C. This produces an
unknown bias error.

b13 = £8.66x104 (Cp) torr/°C

14. Amplifier output drift is listed as +2uV/°C referred to input at x100 gain. The
gain in the system is x800. This yields an equivalent drift in pressure that is
calculated by the calibration constant of torr/volt.

b4 = +1.60x105 torr/°C

15. Bridge balance resolution will shov’ up in the signal as bias error of unknown
sign. The resclution is 1.2x1076 volts/volt excitation. 12VDC excitation was
used in testing.
bis = +1.35x1075 torr

16. Noise in the circuits from the excitation voltage circuit to the A/D convertor
circuit was measured by looking at scatter in the scanner transducer signals
with constant input pressure. This precision error enters into the analysis




TABLE 1. (cont'd) Error sources and values in pressure measurements.

Error Source # Remedy or Error Type and Value

17.

18.

19.

20.

21.

twice because it affects both the precision of the calibration routine and the
data collection routine independently. This is because the number of samples
collected in these routines are not necessarily the same.

s16 = 2.56x1073 torr

The filter and A/D circuits are in the tunnel control room where temperature
excursions are not as great as in the tunnel. The temperature changes in the
room will produce some minor bias errors. For the filters, the specifications
are +0.003%/C on gain.

by7 = +2.60x104 (Cp) torr/°C

Specifications for thermal stability in the A/D convertor gain circuit show
10.005% /°C.

b1g = +4.33x1074 torr (Cp) torr /°C

Resolution limits in the A/D convertor yield bias errors of unknown sign in
the result. With the gain settings used, this resolution limit was £1 bit or
+0.00488 volts.

b1 = +4.58x10"3torr

Errors in the A/D convertor gain accuracy produce bias errors of the
calibration transducer signal going into the computer. Accuracy is listed as
10.1% typical. Assume a nominal calibration reading of +4.5 torr as before.

bop = +4.50x10-3 torr

Pitot tube misalignment causes errors in both the freestream static pressure
and the dynamic pressure measurements. The tube was aligned as closely as
possible by sighting which is assumed to be within £3° of the flow. For this
error in alignment, company data indicate a negative bias error in static
pressure equal to -0.5% of dynamic pressure. The dynamic pressure bias error
is +0.4%. For a constant dynamic pressure of 8.66 torr, these biases become
one-sided constants.

ba1 = +4.33x10"2 torr for P-Pg measurements
ba1 = +3.46x10-2 torr for P1-Ps measurements




Before proceeding to the uncertainty calculation, the degrees of freedom must be
established for each precision error. This is because the confidence interval for any
measurement depends not only on the precision error of the measurement, but also on
how many times the measurement is taken. Thirty or more measurements will reduce
the uncertainty interval to approximately the minimum that may be realized. The
following table lists the degrees of freedom associated with each sampling process. The
degrees of freedom are typically the number of independent samples taken for a particular
measurement minus one. (The time interval between computer samples is about the
same as the time required for the largest boundary layer eddies to convect past the tap, thus
the samples are independent.) Degrees of freedom are denoted by "df" and subscripted
according to their error source.

TABLE 2. Error sources and degrees of freedom in pressure measurements.

Error Source # Degrees of Freedom
9. Scanner transducer calibrations typically involve about 12 points.
dfg = 11
11. The scanner transducers are sampled about 5000 times in the calibration routine.
df;1 = 5000 '
16. During testing each pressure tap is sampled for 190 ms at 1 KHz 4
to produce 190 points.
dfig = 189

UNCERTAINTY CALCULATIONS

The pressure coefficient Cp is the ratio of two independent measurements. The bias
and precision errors for Cp can be estimated by combining the errors in the numerator and
denominator measurements through a Taylor series expansion:

aC aC
bep = [(53p,, b2+ (3zp5 b1/

2 + (ic-& 2]1/2

Cp
-
scp = [(3ap, 0 + (3ap, S




for which:

bCp = bias error for Cp
by = bias error for (P-Pg) (torr)
bg =

bias error for (P1-Pg) (torr)

AP4 = (P1-Pg) = 8.66 torr during testing
sCp = precision error for Cp
sx = precision error for (P-Pg) (torr)
sq = precision error for (Pt-Pg) (torr)

precision error for APxor AP4 can be root sum squared:

sxd = [512 +822 +s32..]1/2 (torr)

Satterthwaite formula:

oC aC
[(aTP?; Sx )2 + (a]}% sd 22
dfcp =

oC oC
(—LEME sx 4 (m?; sq

df, + dfg

in which:
df cp = degrees of freedom for Cp
dfx = degrees of freedom for APy
dfg = degrees of freedom for APq4

and elemental degrees of freedom can similarly be summed:

[s12 + 592 + 532...]1/2
dfxd = 3 4 4

S1° + S2° + S3°

dfl dfz df3 sesn

The net 95% confidence interval for the value of Cp becomes

Cp+(-bcp-Tesscp) to Cp+ (+bcp+T95scp)

10

tbyd = [@b12) + Ebo2) + (#b32) ..]1/2 (torr)

The degrees of freedom for the measurement of Cp can be estimated by the Welch-

Assuming the elemental bias and precision errors are independent, the total bias or

4
)

6)

@)

(8)




for which:
Cp = measured value of Cp

factor multiplied by precision error scp to yield 95% confidence
at degrees of freedom equal to dfcp (from student-T distribution)

Tos

Now the elemental bias and precision errors listed in Table 1 and the degrees of
freedom in Table 2 can be combined. Because some of the bias errors are not symmetric
(b1, for example), the positive and negative biases must be calculated separately. Bias or
precision errors that depend on Cp, retain their dependence when calculating the errors for
APy, but they may be multiplied by 1.0 for calculating error in the measurement of APq4
because that is the pressure coefficient for dynamic pressure. The thermal drift errors are
summed as functions of tunnel or control room temperature deviations from the
temperature at calibration , i.e.,

AT, = temperature deviation from tunnel temperature at calibration (°C)

ATo = temperature deviation from control room temperature

during calibration (°C)

In the following calculations, bias errors whose magnitudes are on the order of 1%
or less of the magnitude of other bias errors are dropped for simplicity. First, the elemental
bias and precision errors are summed.

+bx = {8.91x10-5 + 7.19 x10-2 (Cp)? + 8.10x10" (AT;)2
+ 3.74x106 (Cp)2 (ATy)? + 2.55 x107 (Cp)2 (ATcr)? + 1.87x10-3)1/2 torr
by = {(+by)2 - 1.87x10-3}1/2 torr

(8.91x10-5 + 8.47x10°5 (ATp? + 2.55 x10”7 (ATer)? + 1.20x10-3)1/2 torr

+bd
by = {(+bg)2 - 1.20x10-3}1/2 torr

sx = {1.51x10-511/2 = 3.88x10-3 torr

(1.51x10-511/2 = 3.88x10-3 torr

Sd

Now the magnitude of the different errors may be compared. The largest positive
bias errors arise from pitot tube misalignment and thermal drift in the electronics in the

1




Vo -

model, if the temperature rise is about 5°C or more. The thermal drift dominates the
negative bias error. Grouping like terms, eliminating negligible terms, and simplifying,

+byx = {1.96x10-3 + 8.10 x10-5 (ATy)2 }1/2 torr

-by

(8.91x10-5 + 8.10x10°5 (ATy)2 + 3.74 x10°6 (Cp)2 (AT92)1/2 torr

+bg

{1.29x10-3 + 8.47x10°5 (AT)2}1/2 torr

-bg = {8.91x10-5 + 8.47x10°5 (ATp? + 2.55 x107 (ATe)?)1/2 torr

The degrees of freedom are calculated,

[(1.40x10-3)2 + 2(2.56x10-3)2]2

dfx = T20x103%  (256x103%  (2.56x103%8
11 + 75000 * 189
= 388
dfg = 388 also.

Now the total bias and precision errors are calculated.

aC 1 aCp, -AP, —C
—_ _ 1 P _ X _ P 1
9AP, = 8.66 tOIT dAPq = APy ~ B.66 O

+bep = {c 5% Y2 [1.96x10-3 + 8.10x10-5 (ATp?2]

C
+( 876% )2 [1.29x10-3 + 8.47x10-5 (AT)2]}1/2

~bep = {( 5%‘7 2 [8.91x105 + 8.10x10-5 (ATy)2 + 3.74x10-6 (Cp)2 (ATp? ]

C
+ ( 8—& )2 [8.91x10-5 + 8.47x10-5 (ATy)? + 2.55x10-7 (ATcr)2]}1/2

1 C
scp = ((5gg ) (3.88x1073)2 + (¢ ) [3.88x1031)1/2 = {2.01x1077) (1+ CpA))1/2
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and the degrees of freedom are

3.88x10-3 g6
df = [( _8—);'6'0;)2 (1 + sz)]z /{—'8—387_— (1 + Cp4)}

Because the pressure coefficients range from 0 to 1 in magnitude, the minimum
value for dfcp becomes:

dfCpminimum = 388
and the value for T g5 from the student-t distribution is approximately 2 {2].

The bias and precision error values are plotted in Figure 2 as a function of Cp and
temperature rise in the tunnel AT{ The thermal drift errors from control room
temperature fluctuations are negligible. The majority of pressure coefficients measured
during testing range from 0 to 0.3. Over this range, the errors that depend on Cp are
approximately the same. Hence a single line on the graphs represents the average of their
values. Note that the precision errors are not temperature dependent, but they are plotted
on Figure 2 for visual comparison. Figure 3 shows the net uncertainty interval for Cp as a
function of tunnel temperature and magnitude of Cp itself.

During testing, the dynamic pressures measured by the two pitot tubes are
monitored to check their agreement. Because each pitot tube is connected to the same
transducer and the tubes are similarly located in the tunnel, any difference in reading
indicates misalignment of one of the tubes. The dynamic pressures typically are within
0.1% of each other, indicating that the tubes are parallel within 2° of each other, based on
company data. The pitot tubes can still be misaligned to the flow, but it is doubtful that
both tubes will be misaligned the same amount. To check the influence of thermal drift
during testing, the pressure system is occasionally stepped to the calibration pressure port
and the calibration transducer reading is compared to the scanning system transducer
outputs which use the most recent calibration. If their outputs differ more than about
2x10-3 torr, the system is recalibrated at the new tunnel temperature and this reduces
thermal drift induced errors.

SHEAR STRESS MEASUREMENTS

Shear stress on a body in a flow can be measured with small obstacles that stagnate
the velocity field near the surface to produce a pressure rise that is approximately
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proportional to shear stress [3]. This technique easily adapts to models that are already
equipped with pressure taps for surveying pressure distributions. The pressure or pressure
coefficient is measured at the tap with and without the obstacles, and the difference in the
measurements indicates the shear stress or friction coefficient at that location.

For the SUBOFF experiment, small blocks similar to those developed by Nituch and
Rainbird are used for obstacles [4] as shown in Figure 4. The block is attached on the
downstream edge of the tap with silicone rubber compound and it is aligned by matching
the cutout on the upstream face with the tap hole itself. The blocks are thinner than
Nituch and Rainbird's specifications, being 2 tap diameters thick as opposed to 3. This
change insures that the blocks will not intercept the outer edge of the boundary layer near
the front of the model where the layer is thinner. Based on flat plate estimates, the blocks
are less than 12% of the boundary layer thickness wherever they are used, and the top edge
of the block is at a non-dimensional boundary layer height of y + = 160.

OBSTACLE BLOCK CALIBRATIONS

All the obstacle blocks were calibrated with Preston tubes using the calibrations
published by Patel as reported in Winter [4]. The blocks were calibrated on the wall of a
wind tunnel and then calibrated on the SUBOFF model surface itself. In both cases, the
blocks were placed midspan between iwo Preston tubes two inches apart and the average
stress indicated by the tubes was the calibration value. This compensated for any spanwise
variation in shear stress between the block and the tubes. The two calibrations (tunnel
wall and model surface) on each block were compared and there was no significant
difference in them in the range of shear stress where the calibrations overlapped, as
presented in Figure 5. Overall, the blocks produce a pressure rise that is about 75% of the
pressure rise produced by a similar size Preston tube.

The calibration data were reduced to the power law expression:

h2
AP = 23.84 (E_\ﬁ )0.142 ,L.wl.14 ©9)
for which
AP = pressure increase with block
h = block thickness (height)

Tw = shear stress
kinematic viscosity

<
it
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For comparison, Nituch and Rainbird's blocks that are 50% thicker have a
calibration of:

h2
AP = 30.41 (;\3 )0-132 ¢ 1.13 (10)

At a typical shear stress for the model of 0.022 torr, using the thinner blocks reduces the
pressure rise 31% from the corresponding value for the thicker blocks. The calibration of
the thin blocks can be nondimensionalized for the friction coefficient:

Ci= 0.06773 (Rep) 0248 ( ACP)0.876 (11)

for which
Cs¢ = friction coefficient
Rep = Reynolds number based on obstacle block thickness
ACp = pressure coefficient increase with block

This equation is used for deriving friction coefficients from the pressure measuring system
which yields values for Cp.

BLOCK MISALIGNMENT AND PROXIMITY EFFECTS

If the obstacle block is not facing directly into the flow, the pressure rise will be
different than for an aligned block.

This effect must be considered because some of the shear stress measurements are
made rear appendage and sail junctions where the surface flow is no longer parallel to the
body. Instead of performing flow visualization, the blocks were aligned to the best
estimate of the flow direction and this estimate is assumed to be within 15° of the true flow
direction.

The pressure rises on the blocks were measured during calibration at flow
misalignment angles up to 35° in 5° increments and the results are shown in Figure 6. Up
to a misalignment of 15°, the pressure rises, and hence the friction coefficient, will be
within 5% of the value that would be measured with an aligned block.

Because the SUBOFF experiment requires friction coefficients to be measured at
many taps, it is desired to use as many blocks as possible at one time to minimize the
required number of tunnel runs. It was decided not to place any blocks upstream of other
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blocks to insure that there would be no interference in the flow direction. It was desired to
place blocks close together in a spanwise direction to increase the number of blocks per
run. On the wall of the wind tunnel, the pressure rise on a block was measured with a
second block placed 1.4, 2, 6 and 10 block widths away to the side and the results are shown
in Figure 7. No interference effects occur with block separations of 3 block widths or
greater.

SHEAR STRESS UNCERTAINTY ANALYSIS

The accuracy of the shear stress measurements can be estimated by a method similar
to that of Abernathy [1]. The desired result is the friction coefficient determined by

C¢ = 0.06773 (Reb)-0.248 (ACP)0-875
This equation comes from the best fit power law for the calibrations with the Preston tubes.
ERROR SOURCES

The following lists the sources of error that can lead to inaccuracies in the friction
coefficient measurements:

1. Bias errors of Patel's Preston tube calibrations from true shear stress
values, including the effect of pressure gradients on the Preston tube
readings. This pressure gradient effect must be considered because
the block calibrations done on the model surface were in a mild
negative pressure gradient region.

2. Errors in calculating the block Reynolds number Rep (pitot tube
velocity errors, block height measurement errors, viscosity errors).

3. Calibration curve fit errors of the block calibrations to the Preston
tube values.

4. Errors in the measured pressure coefficients.
5. Misalignment of the blocks relative to the flow.

6. Proximity effects of neighboring blocks when 2 or more blocks are
used side by side.

ERROR ESTIMATES

The magnitude and sign of the above errors are now estimated.
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TABLE 3. Error sources and values in shear measurements.

EmorSource# Remedy or Error Type and Value

5.

1. Patel published accuracy estimates for his Preston tube calibrations when used
in a pressure gradient. A pressure gradient parameter was calculated for the
gradient measured on the model where the calibrations occurred. The
parameter's value is in the range in which the Preston tube results are accurate
to within 3%. This number estimates the bias error of Patel's calibration
including pressure gradient effects. This error shows up in the equation for C¢in
the proportionality constant and exponent derived from the calibration curve fit,
0.06773 and 0.876, respectively, since the error would be in the shear stress values
themselves. Instead of propagating the error through those two terms, this error
is approximated instead as a bias error of Cs itself and is considered after the
propagation of the other errors is calculated.

b1 = £3.00x10-2 C¢

Assume cumulative errors in calculating Rep do not exceed #2% bias. This error
source contributes negligibly to the overall error anyway as will be shown later.
by =12.00x10-2 Rep

=18.68x101 at Rep =4.34x103

The root mean square deviation of the shear stress calculated by the calibration
curve fit for the blocks from that measured by the Preston tubes was 2.52x105 torr
for a typical calibration of 9 points. This approximates the bias error in the
obstacle block calibrations relative to the Preston tubes. It enters into the
calculation for C¢ through the constant and exponent derived in the calibration
curve fit, so this error is instead considered as bias in the coefficient Cs itself as in
error no. 1 above.

b3 =+2.52x104 torr

=12.91x10"5 at pV2/2 =8.66 torr

From the previous accuracy analysis, bias errors in the measurement of Cp are
$0.008 on the average. The measurement of two Cp values to determine the ACp
makes the average bias error of ACp the square root of twice the single Cp bias
error.

by =:t\j 2 bcp
= $1.13x10-2

Misalignment of the block relative to the flow causes differences in the pressure
rise or equivalent differences in ACp. For misalignments of £15° or less, the
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TABLE 3. (cont'd) Error sources and values in shear measurements

Error Source # Remedy or Error Type and Value
pressure rise or ACp changes only 5%. This error propagates to Cf through the
value of ACp.

bs = +5.00x10-2 ACp,

6.  All measurements with the obstacle blocks were made with spanwise separations
of 4 block widths or greater, hence there was no interference effect from one
block to the next.

UNCERTAINTY CALCULATIONS

The bias error for Ct is estimated by first determining the propagation of errors in
Rep and ACp, from sources nos. 2, 4 and 5. These errors are then combined with the errors
from sources nos. 1 and 3.

dC
for which
bReb =by

bacy, = (bg? + bs?)1/2

aCs
-1
aReb = —0.248 Rep,~! C¢

= -5.71x10-5 Cf at Reb= 4.34x103
aCs
—=1 -1

bacp = (N2 bep )2 + (5.00x10-2 ACR]1/2
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= (1.28x104 + 2.50x10-3 ACp)1/2  for bcp, = 0.008 (typical)

bey = [9.00x10-4 Cg2 + 8.47x10-10 + 2.46x10-5 C2
+7.67x10-1 ACp~2 C2 (1.28x10~4 + 2.50x10-3 ACp?)]1/2

= [8.47x10-10 + 2.84x10-3 C¢2 + 1.83x10-9 C¢0-283]1/2

The bias error for Cs¢ is a function of Cgitself. At low values of C¢for which the
change in pressure coefficient ACp is small, the bias error of Cp dominates the overall error
because it becomes large with respect to the value of ACp. At higher values of Cy, the error
is dominated by the combined errors of block misalignment to the flow and inaccuracies of
the Preston tubes. The bias error for C¢is plotted in Figure 8.

The statistical error in measuring C¢arises from the same errors in measuring ACp.
The error in measuring ACp is the square root of two times the statistical error of one Cp
measurement.

aCs
Sce= 3AC, Sacp

for which

SACP = ‘ITSCp
Scy = 0.876 ACp! Ct (6.34x10-49)
= 2.39x10-6 C¢0.142

and the precision error is mildly dependent on the value for Cs itself. The precision error
is also plotted in Figure 8.

The bias and precision errors are combined and plotted in Figure 9 to yield the 95%
confidence interval for the friction coefficient.

To minimize the error in small values of C¢, the errors in measuring Cp must be
minimized primarily by checking the alignment of the pitot tubes and monitoring the
pressure system during testing for thermal drift effects. These procedures should be
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followed during testing to minimize the uncertainty in the coefficient, Cp. At higher
friction coefficient values which result from larger differences in measured pressures, the
minimum uncertainty becomes limited by the published accuracy estimates of the
calibrating Preston tubes and small misalignments of the blocks to the flow.

CONCLUSIONS

An error analysis similar to the method of Abernathy [1] can be applied to determine
the accuracy of the pressure and friction coefficients measured for the DARPA SUBOFF

program.

The major sources of error in the pressure measurements are misalignment of the
reference pitot tubes and temperature drift in the electronics. The pitot tube readings are
compared during testing to check for misalignment and thermal drift in the electronics is
compensated by repeated calibrations at the elevated temperatures. Over an estimated
tunnel temperature rise of 7°C maximum, the true pressure coefficients will be within
+0.01 and -0.0085 of the measured value. The pressure coefficient for the model nose will
be within +0.013 and -0.012 of the measured value.

The greatest error sources in measuring the friction coefficients are, for small
coefficient values, measuring the small difference between two pressure coefficients, and
for larger friction coefficients, accuracy limits of the published calibrations for Preston tubes
and flow misalignment effects. The precautions exercised for minimizing pressure
coefficient errors during testing will also minimize the errors in the frictior. coefficients.
Overall, the true friction coefficients are within $0.0002 of their measured values.

20




SIGNAL

CONDITIONING
o 1
PRESSURE || excrraTion ||
SCANNING T| VOLTAGE | LOW PASS _ | ANALOG/DIGITAL
MODULE FILTER 1 CONVERTER
| BRIDGE ||
PRESSURE | l BALANCE | | [
TRANSDUCER |———4+ |
COMPUTER
} AMPLIFIER } PROGRAM
[ ——— J

CALIBRATION
PRESSURE
TRANSDUCER
Fig.1 Pressure system electronics
0.012 T T T T U i rd
EFFECT OF TUNNEL P
TEMPERATURE CHANGES ON ” {
BIAS AND PRECISION ERRORS OF C // 7
0.010 P 7 A
T A 7 7
”

0.008

ERROR
OF C. 0.006
p
0.004
0.002F _ Cp=1
- Cp=0T003 "~
s
0'000 1 1 1 1 L. 1
0 1 2 3 4 5 6 7

AT, (°C)

Fig.2 Effect of tunnel temperature changes on bias and precision errors of Cp.

21







5.0

BLOCK #2
O TUNNEL WALL CALIBRATION
O© MODEL SURFACE CALIBRATION
4.0 F .
3.0t -
Ap
(TORR) EQUATION 12
20 | .
OBSTACLE BLOCK
CALIBRATION
1.0 ( -1

C¢ AT R, =1.2x 107

. 0.001 0.002 0.003 0.004
0 0005 0010 0015 0020 0025 0030  0.035
Tw (TORR)

Fig. 5 Obstacle block calibration.

1.05
. |
0.95 -
0.90 §
i

0.85

BLOCK MISALIGNMENT EFFECTS
ON PRESSURE RISE

AP 1 APyo
PRESS. RISE/PRESS. RISE AT 0 DEG.

0.80,[-
0.75¢+
0.70}
0.65 . L - . e 4_' L
5 10 15 o 20 25 30 35

ANGLE OF ONCOMING VELOCITY (DEG)

Fig. 6 Block misalignment effects on pressure rise.




T L 1 !

Ap= PRESSURE RISE ON BLOCK
WITH BLOCKS TO THE SIDE

4Py = PRESSURE RISE W/O BLOCKS

TO THE SIDE
1.00 | o S
AP APy 0.95 |- 0w -
v
TFLOW
0.90 L | L !
0 2 4 6 8 10

W, BLOCK SEPARATION
IN BLOCK WIDTHS

Fig. 7. Block proximity effects on pressure rise.

0.00025 T T T

0.00020

1

T

0.00015

ERROR
OF C; BIAS AND PRECISION
ERRORS OF C; AS
0.00010 1 A FUNCTION OF Cy T
0.00005 |- J
Se,
0.00000 T T T
0.000 0.001 0.002 0.003 0.004
C

Fig. 8 Bias and precision errors of Cs as a function of C.

—

24




+ DEVIATION FROM MEASURED VALUE OF C;

0.00025 T T T
0.00020 F =
0.00015 -
95% CONFIDENCE INTERVAL
0.00010 FOR Cg |
* (be ¢ +2s, ')
0.00005 | .
0.00000 1 L _
0.000 0.001 0.002 0.003
Cy

Fig. 9 95% confidence interval for Cy.

0.004




F

REFERENCES

1. Abernathy, R.B,, et al. and Thompson, J.W. Jr., "Handbook - Uncertainty in Gas Turbine
Measurements,” Report No. AEDC-TR-73-5, Engine Test Facility, Arnold Engineering
Development Center, Arnold Air Force Station, Tenn. (February 1973).

2. Lipson, C. and S. Narendra, Statistical Design and Analysis of Engineering Experiments,
McGraw-Hill Book Co., New York (1973).

3. Elfstrom, G.M., "Indirect Measurement of Turbulent Skin Friction," reprinted from
DME/NAE Quarterly Bulletin No. 1979, Ottawa, Canada (April 1979).

4. Winter, K.G.,, "An Outline of the Techniques Available for the Measurement of Skin
Friction in Turbulent Boundary Layers," Prog. Aerospace Science, Vol. 18, pp. 1-57 (1977).

27




